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Within the information systems field, the task of conceptual modeling involves building
a representation of selected phenomena in some domain. High-quality conceptual-

modeling work is important because it facilitates early detection and correction of system
development errors. It also plays an increasingly important role in activities like business
process reengineering and documentation of best-practice data and process models in enter-
prise resource planning systems. Yet little research has been undertaken on many aspects of
conceptual modeling. In this paper, we propose a framework to motivate research that ad-
dresses the following fundamental question: How can we model the world to better facilitate our
developing, implementing, using, and maintaining more valuable information systems? The frame-
work comprises four elements: conceptual-modeling grammars, conceptual-modeling meth-
ods, conceptual-modeling scripts, and conceptual-modeling contexts. We provide examples
of the types of research that have already been undertaken on each element and illustrate
research opportunities that exist.
(Conceptual Modeling; Information Systems Development; Ontology)

1. Introduction
The requirements analysis phase that occurs during in-
formation systems development often involves use of
models called conceptual models. These models, which
are mostly graphic, are used to represent both static
phenomena (e.g., things and their properties) and dy-
namic phenomena (e.g., events and processes) in some
domain. They have at least four purposes: (1) sup-
porting communication between developers andusers,
(2) helping analysts understand a domain, (3) provid-
ing input for the design process, and (4) documenting
the original requirements for future reference (Kung
and Solvberg 1986).
The importance of conceptual modeling was under-

stood as early as the mid to late 1960s. Information
systems developers recognized that faulty requirements

analysis was a major reason for project failure. They
believed, therefore, that benefits would accrue from
using a formal approach to eliciting and articulating
user requirements. They recognized, also, that the cost
of fixing errors grows exponentially as a function of
elapsed time to discovery (Moody 1998). Potentially,
high-quality conceptual modeling would enable early
detection and correction of errors.
Faulty requirements analysis still remains a major

problem during systems development (Standish Group
1995). In this paper, therefore, we seek to motivate re-
search addressing the following fundamental question:
How can we model the world to better facilitate our devel-
oping, implementing, using, and maintaining more valuable
information systems? Our goal is to identify research
topics that address this question and to structure them
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Figure 1 Framework for Research on Conceptual Modeling

in such a way that a compelling research agenda
unfolds.
In the sections below, we first provide some back-

ground and motivation. Next, we articulate a frame-
work for research on conceptual modeling that com-
prises four major elements. We then discuss each
element in more detail and provide examples of the
types of research that might be done. Finally, we pre-
sent some brief conclusions.

2. Background and Motivation
During the 1970s and 1980s, much research was done
on conceptual modeling. Most involved development
of modeling techniques (e.g., Chen 1976). It was
spurred mainly by substantial developments in, and
rapid adoption of, database systems and systems-
analysis techniques.
During the 1990s, research on conceptual modeling

languished somewhat. For several reasons, however,
renewed interest in conceptual modeling research has
occurred:
• the emergence of the object-oriented approach,
• the challenges faced in eliciting requirements

when user cohorts are large, diffuse, and unknown
(e.g., as with many business-to-consumer e-commerce
systems),
• the use of data and process models for enterprise

resource planning systems,
• the potential of conceptual models to assist busi-

ness process reengineering,
• the desire to reuse software components by iden-

tifying reusable specifications,
• the need to understand the broader social context

of system development,
• the belief that a sounder theoretical base for con-

ceptual modeling is emerging.
Despite the importance of conceptual modeling, an-

ecdotal and research evidence suggest that it is not
done well. Practitioners report that conceptual mod-
eling is difficult and that it often falls into disusewithin
their organizations. Experimental research (Batra et al.
1990, Goldstein and Storey 1990, Prietula and March
1991) and survey research (Batra and Marakas 1995,
Hitchman 1995, Maier 1996) confirm these views.

3. A Framework for Research on
Conceptual Modeling

Figure 1 presents a framework to structure the way we
might think about research on conceptual modeling.
The framework comprises four elements:
• A conceptual-modeling grammar provides a set of

constructs and rules that show how to combine the
constructs to model real-world domains. For example,
the entity-relationship modeling grammar has the con-
structs “entity” and “relationship.” A rule in the gram-
mar specifies that two entities can be associated only
via a relationship.
• A conceptual-modeling method provides procedures

by which a grammar can be used. Usually one major
aspect of a method prescribes how to map observa-
tions of a domain into a model of the domain. Ideally,
methods provide procedures to identify instances of
all phenomena that can be modeled via a grammar.
• A conceptual-modeling script is the product of the

conceptual-modeling process. For example, the scripts
generated by the entity-relationship grammar are
entity-relationship diagrams (ERDs). Each script is a
statement in the language generated by the grammar.
• The context is the setting in which conceptual

modeling occurs and scripts are used. In this paper,
we focus on just three contextual factors that seem criti-
cal: (a) individual difference factors—These include stake-
holders’ experience, training, and cognitive abilities;
(b) tasks factors—Grammars and scripts are used for
different information systems-related tasks; and (c) so-
cial agenda factors—Grammars and scripts are often
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used within a wider context that involves organiza-
tional change.
In the following sections, we survey some research

that has been undertaken on each element of our
framework and suggest opportunities for further re-
search. Although the elements interact in important
ways, we examine each individually to help structure
our discussion. Our review of research is not intended
to be comprehensive. We simply seek to illustrate the
kinds of work that have been done and the research
opportunities available.

4. Conceptual-Modeling Grammars
Research on conceptual-modeling grammars focuses
on developing new grammars as well as understand-
ing, evaluating, and improving existing grammars.

4.1. Overview of Some Existing Research
Early work on conceptual-modeling grammars fo-
cused primarily on developing new grammars (e.g.,
Chen 1976). The choice of constructs and rules in these
grammars usually reflected their developers’ intuition
and experience. In the absence of theory, new gram-
mars began to proliferate during the 1970s and 1980s.
Each was supposedly better than the rest. Many re-
searchers became frustrated with the situation. The pe-
jorative term, “YAMA,” arose—“Yet Another Model-
ing Approach” (Oei et al. 1992).
Some researchers attempted to evaluate competing

grammars by comparing their similarities and differ-
ences (e.g., Olle et al. 1982, 1983, 1986). Others under-
took case-study evaluations (e.g., Floyd 1986). In the
absence of theory, however, it was difficult to deter-
mine whether the results were valid. In the late 1980s
and early 1990s, therefore, attempts were made to es-
tablish a theoretical basis for conceptual-modeling
grammars. For example, Wand and Weber (1993) pro-
posed that conceptual-modeling grammars should be
based on a theory of ontology—that is, a theory that
articulates those constructs needed to describe the
structure and behavior of the world in general (see also
Wimmer andWimmer 1992, Ashenhurst 1996). The on-
tological expressiveness of the grammar could then be
evaluated by comparing its constructs against the con-
structs in an ontology. Such analysis might reveal sev-
eral types of grammatical deficiencies:

• Construct overload—Several ontological constructs
map to one grammatical construct.
• Construct redundancy—Several grammatical con-

structs map to one ontological construct.
• Construct excess—A grammatical construct might

not map to any ontological construct.
• Construct deficit—An ontological construct might

not map to any grammatical construct.
The existence of these types of deficiencies poten-

tially undermines a grammar’s usefulness. When con-
struct overload and redundancy exist, users may be-
come confused about the meaning of scripts that the
grammar generates. In essence, they confront prob-
lems of homonymy and synonymy (Mylopoulos 1998).
Construct excess might confuse users about the nature
and purposes of the excess constructs. Construct deficit
might hinder a modeler’s ability to represent some
real-world phenomena.
Other theoretical bases besides ontology have been

used to evaluate grammars. For example, Parsons
(1996) has used concept theory, Auramaki et al. (1988)
have used speech-act theory, and Stamper (1987) has
used semiotics. In all cases, the goal has been to anchor
the grammar’s constructs and rules to theories of rep-
resentation or communication.
Theoretical work has also been undertaken on the use

of multiple conceptual-modeling grammars. Most
grammars do not provide a sufficient set of constructs
to model all phenomena in a domain. Furthermore, in
most grammars certain phenomena can be modeled
easier than others (see, e.g., Agarwal et al. 1999). Even
if a grammar could model all phenomena equally well,
the cognitive demands placed on users to generate and
interpret scripts may be too high. Consequently, mul-
tiple grammars may be needed tomodel a domain com-
pletely. When this outcome occurs, Green (1996) argues
that grammars should be chosen to achieve two criteria.
First, minimum ontological overlap (MOO) is achieved
when the same ontological construct cannot be repre-
sented via alternative grammars.MOO reduces the like-
lihood of producing conflicting domain representations.
Second, maximum ontological coverage (MOC) is
achieved if the grammars in combination cover all phe-
nomena to be modeled. MOC increases the likelihood
of producing complete domain representations.
The empirical work that has been undertaken so far
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to evaluate grammars can be categorized into three
groups: between (inter-) grammar comparisons, within
(intra-) grammar evaluations, and multigrammar studies
examining issues of combining several grammars (Ta-
ble 1). Much early work is empirical rather than theo-
retical (e.g., Brosey and Shneiderman 1978). For ex-
ample, two different grammars were used to generate
scripts for the same domain. The scripts’ effectiveness
was then evaluated empirically in some way. Much of
this work also confounds conceptual-modeling issues
and data-modeling issues.
Later empirical work is more theory-driven and bet-

ter focused on conceptual-modeling issues. For exam-
ple, Gemino (1999) and Bodart et al. (2001) empirically
test predictions about the effects of the optional prop-
erty construct in the entity-relationship grammar.
They argue that optional properties are an instance of
construct excess because things in theworld either pos-
sess or do not possess properties. Their empirical re-
sults show that users of conceptual models were better
able to solve problems about domains if optional prop-
erties were proscribed and replaced instead by sub-
classes with only mandatory properties.

4.2. Some Future Research Opportunities
In general, future theoretical and empirical research on
grammars should investigate their effectiveness or effi-
ciency. These goals can be pursued in the context of
either script creation or script interpretation tasks. Ideally,
grammars allow users, with minimum resources, to (a)
create a “faithful” representation of domains and (b)
“faithfully” interpret representations so that the se-
mantics of domains are understood. For creation tasks,
the focus is a tangible product—the script itself. For
interpretation tasks, the focus is an intangible prod-
uct—the domain understanding invoked by a script.
Therefore, the latter type of research is more difficult
to undertake.
More specifically, however, we propose that further

research on grammars can be undertaken in at least
eight areas:
(1) Evaluation of ontologies. The outcomes of any eval-

uations of a grammar for ontological expressiveness
depend on which constructs are present or absent in
the ontological theory used. For various reasons,Wand
andWeber have chosen Bunge’s (1977) ontological the-
ory to evaluate grammars, but others might be used.

For example, Milton and Kazmierczak (1999) have
used Chisholm’s (1996) ontology and Ashenhurst
(1996) has used a hybrid of ontologies. Ultimately, the
usefulness of ontologies can only be determined em-
pirically. Two types of evaluation can be undertaken.
First, ontologies can be evaluated to determine how
well they account for users’ experiences with different
grammars. Second, scripts generated via grammars us-
ing ontologically based modeling rules (e.g., Evermann
and Wand 2001, Wand and Woo 1993) can be evalu-
ated to determine their usefulness.
(2) Evaluation of grammars. Evaluating the ontological

expressiveness of grammars provides a basis for un-
derstanding their likely strengths and weaknesses. For
example, Green and Rosemann (2000) have evaluated
Scheer’s (1999) Architecture of Integrated Processes,
which forms the basis for the ARIS Toolset 4.1, a CASE
tool with over 14,000 licences worldwide. They predict
that ARIS users will encounter certain difficultieswhen
constructing models. Similarly, Opdahl and Henderson-
Sellers (1999) report their work on ontological expres-
siveness of OML (object modeling language) and UML
(unified modeling language). Both are key grammars
in current object-oriented conceptual-modeling work.
They have discovered instances of construct overload,
redundancy, excess, and deficit. Another example is
the evaluation of ARIS and Object-Process Modeling
(OPM) as a basis for analysing off-the-shelf software
requirements (Soffer et al. 2001). Empirical work could
now be done to determine the impacts, if any, that
these deficiencies have on users of these grammars.
Because a grammar’s effectiveness is evaluated via the
use of scripts generated by the grammar, care must be
taken in empirical tests not to confound grammar qual-
ity with script quality (see §6.2 below).
(3) Assigning real-world semantics to grammars. Gram-

mars often are first created to support software design.
Thus, their constructs represent software elements, not
real-world elements. Design grammars can be ex-
tended to facilitate their use in conceptual modeling
by assigning ontological meaning to the grammar’s
constructs. For example, the entity-relationship gram-
mar was developed to support database design (Chen
1976). Subsequently it has been extended to represent
modeling concepts such as generalization (Teorey et
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Table 1 Categorization of Some Empirical Work on Modeling

Nature of work Details Authors

Intergrammar
Type of Grammars Grammars or Constructs

Database models Comparing the relational and hierarchical models Brosey and Schneiderman (1978)

Semantic data models compared to
data models

The entity-relationship model in various forms compared to
the relational data model

Jarvenpaa and Machesky (1989)
Batra et al. (1990)

Semantic (conceptual) modeling
methods

Extended entity relationship diagrams and NIAM Kim and March (1995)

Process modeling methods Dataflow diagrams and IDEF0 (Intgerated definition for
functional decomposition)

Yadav et al. (1988)

Object-oriented and structured
analysis methods

OOA vs DFDs

OOA vs DFDs and ERDs

Vessey and Conger (1994)
Agarwal et al. (1996)
Agarwal et al. (1999)
Gemino (1999)
Gemino and Wand (2001)

Intragrammar
Grammar Construct Studied Authors

Entity-relationship diagrams Use of structural constraints Siau et al. (1997)

Entity-relationship diagrams Comparing the use of optional and mandatory properties Gemino (1999)
Bodart et al. (2001)

ERD or OOA Alternative representations of the relationship construct Siau et al. (1995)

Multigrammar
Purpose of Study What was examined

How users combine grammars CASE tools Green (1996)

Use of multiple diagrams Object-oriented diagrams (OMT and UML) Kim et al. (2000)

Based on a table in Gemino and Wand (2001).

al. 1986). In addition, Wand et al. (1999) have assigned
ontological meaning to some of the grammar’s con-
structs. Similarly, UML was created to support soft-
ware design. Evermann and Wand (2001) show how
UML can be extended to facilitate conceptualmodeling
by mapping its constructs to ontological concepts.
(4) Better use of grammars. When a grammar’s con-

structs are mapped to ontological constructs, im-
proved ways of using the grammar to model real-
world phenomena may become apparent (e.g., Wand
andWoo 1993). Rules can be devised to guide themod-
eling process. For example, the entity-relationship
grammar can be used to represent the same fact via

different constructs. Ontologically based rules provide
more precise guidance on which construct should be
used under particular circumstances (Wand et al.
1999).
(5) Study of ontological issues. A number of important

ontological problems that have implications for the de-
sign of conceptual-modeling grammars still must be
solved. For example, the meronymic (part-of) relation
is an important real-world phenomenon that often
needs to be modeled (e.g., in a bill-of-materials appli-
cation). Supposedly, part-of relations are transitive,
irreflexive, and antisymmetical (Varzi 1996). Winston
et al. (1987) argue that different types of meronymic
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relations must be recognized, however, and that not
all support transitivity. To the best of our knowledge,
no conceptual-modeling grammar exists that provides
different constructs to model the different types of
meronymic relations, nor rules to prevent their use in
ways that lead to apparent intransitivity (see also
Artale et al. 1996).
(6) Empirical testing of theoretical predictions and rules.

Substantial work needs to be done to test predictions
made about the strengths and weaknesses of gram-
mars based on their ontological expressiveness. For ex-
ample, Weber (1997, pp. 103–130) identifies instances
of construct overload, redundancy, excess, and deficit
that exist in the entity-relationship grammar. Little re-
search has been conducted, however, to evaluate their
effects on users of conceptual models (as opposed to
database models) produced by the grammar. Simi-
larly, the usefulness of ontologically based modeling
rules needs to be tested. How such research should be
designed and conducted is still unclear. Research re-
sults obtained with the “toy” conceptual models some-
times used in experiments may not generalize to prac-
tice. Undertaking empirical work in more realistic
settings, however, involves substantial difficulties. The
psychological models that should be used to evaluate
the effects of a grammar’s strengths and weaknesses
on users are also unclear. Several have been tried with
mixed success: Norman’s (1986) theory of action
(Gemino 1999), Hutchins et al.’s (1985) notion of se-
mantic distance (e.g., Batra et al. 1990, Siau 1996),
Newell and Simon’s (1972) ideas of cognitive fit (Agar-
wal et al. 1996, 1999), Larkin and Simon’s (1987) con-
cepts of informational and computational equivalence
(Agarwal et al. 1999, Kim et al. 2000, Siau 1996), An-
derson’s (1983, 1995)models of cognition (Siau 1996), and
Mayer’s (1989) theory of learning (Bodart et al. 2001,
Gemino 1999).
(7) Use of multiple grammars. Research needs to be

undertaken to investigate the impact of using combi-
nations of grammars to provide representations of a
domain. Following Green (1996), ontological theories
can be used to predict which combinations of gram-
mars best support users. These predictions can then be
tested empirically. Other approaches might be used,
however. For example, Kim et al. (2000) use theories
of diagrammatic reasoning (Larkin and Simon 1987) to

predict which combinations of object-modeling gram-
mars generate scripts that best support users.
(8) Implications of grammar deficiencies. As discussed

above, construct deficit and overload can reduce the
effectiveness of a grammar. For example, Wand and
Weber (1995) argue that the entity-relationship gram-
mar lacks constructs to support system decomposi-
tions. The impact of such deficiencies needs to be
tested empirically.

5. Conceptual-Modeling Methods
While grammars provide ways to model real-world
phenomena, users still need to know the method of ap-
plying the grammar. Creating a faithful representation
with a grammar entails two activities: identifying the
phenomena to be modeled and mapping the phenom-
ena into the grammar’s constructs. Often grammars
are well formalized, but their creators provide neither
a detailed nor unambiguous way of using them (UML
is one example). For this reason, research on modeling
methods focuses on developing new methods of using
grammars as well as understanding, evaluating, and
improving existing methods.

5.1. Overview of Some Existing Research
Script creation via a grammar has technical and be-
havioral aspects. Technically, stakeholders must be
able to identify and classify different phenomena if
they are to be able to create scripts that faithfully de-
scribe their domain of concern. They must also be able
to model these phenomena accurately and completely
using appropriate grammatical constructs. Thus, re-
searchers have sought to show stakeholders how to
identify and model:
• things, objects, entities, and properties/attributes

(e.g., Wand and Woo 1993);
• classes and class structures (e.g., Parsons 1996);
• couplings/interactions and mutual properties/

relationships (e.g., Wand et al. 1999);
• meronymic or part-of relationships (e.g., Storey

1991, Opdahl et al. 2001);
• decompositions and level structures (e.g., Paulson

and Wand 1992);
• events, processes, and workflows (e.g., Curtis et

al. 1992, Basu and Blanning 2000, van der Aalst et al.
2000).
Behaviorally, stakeholders must be able to elicit

knowledge about a domain and to conceive of this
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knowledge in ways that allow it to be described via a
grammar. Values and beliefs about how conceptual
modeling works should be done underpin conceptual-
modeling methods. A method may make explicit or
implicit assumptions about how stakeholders interpret
phenomena in the world (epistemological assump-
tions). These assumptions, in turn, affect how knowl-
edge is elicited using the method.
Some researchers have articulated explicitly the val-

ues and beliefs that underlie the conceptual-modeling
methods they have developed. For example, in his Soft
SystemsMethodology (SSM), Checkland (1981) has the
stakeholders in a system formulate “root definitions”
and draw “rich pictures” of “human activity systems.”
These models help stakeholders learn about their do-
main and help them to decide on a model that will
form the basis of an implemented information system
(Doyle et al. 1993). Thus, conceptual-modeling activi-
ties in SSM are founded on subjectivist, sense-making
values and beliefs.
Hirschheim et al. (1995) provide an extensive ac-

count of the values and beliefs that either explicitly or
implicitly underlie conceptual-modeling methods.
They classify methods into two schools: (a) fact
based—This school assumes conceptual models are
based on objective facts, and (b) rule based—This
school assumes conceptual models are based on so-
cially constructed views of the world.

5.2. Some Future Research Opportunities
We propose that further research on conceptual-
modeling methods can be undertaken in at least four
areas:
(1) Performance of alternative methods. A method must

enable stakeholders to elicit knowledge about a do-
main and to conceive this knowledge so it can be de-
scribed via a grammar. The effectiveness and efficiency
of a method in accomplishing this task is an important
issue for empirical research.
(2) Methods to identify types of phenomena. A critical

task in conceptual modeling is the identification of rele-
vant phenomena in the modeled domain. To illustrate
the problem, consider interaction. How can stakehold-
ers in a conceptual-modeling process identify all rele-
vant interactions in a domain? Some researchers sug-
gest speech act theory as a basis for identifying relevant

interactions (Winograd and Flores 1987, Wand et al.
1995). Speech act theory analyzes human communica-
tive acts—acts whereby one person communicates
meaning to another person and/or seeks to evoke an
action/event in another person (Searle 1969). Two
things engaged in “communicative” acts, however,
might also be machines or software agents. Thus,
speech act theory appears to hold promise as a means
of identifying interactions.
(3) Methods to classify phenomena. Stakeholders must

also classify relevant phenomena in the modeled do-
main. To illustrate the problem of classifying phenom-
ena, consider the constructs of “things” and “properties
of things.” Determining whether a certain phenome-
non should be designated as a thing or a property is
often difficult. For example, should the color “red” be
modeled as a thing with properties (e.g, hue) or a prop-
erty of some other thing (e.g., a car)? Some researchers
adopt a relativist viewpoint. They argue that users
should be allowed to choose which construct to use
(e.g., Halpin 1995). Others assert that a phenomenon
must be either a thing or a property of a thing—it can-
not be both (Weber 1996). Researchers who adopt this
latter stance need to provide guidance to practitioners,
therefore, on how to distinguish things fromproperties
of things (e.g., Wand and Woo 1993).
(4) The effects of values and beliefs. As Hirschheim et

al. (1995) point out, in many cases we are only just
beginning to understand the nature and implications
of the values and beliefs that underlie different
conceptual-modeling methods. We know little about
how well stakeholders assimilate these values and be-
liefs into their actions or the impact on their
conceptual-modeling work. Much scope exists for fur-
ther theoretical and empirical work.

6. Conceptual-Modeling Scripts
Research on conceptual-modeling scripts focuses on
determining those properties of scripts that facilitate
or inhibit the tasks that the scripts are intended to sup-
port. The grammar that generates the scripts is taken
as “given.” The goal is to determine how to produce
the “best” scripts via the grammar.

6.1. Overview of Some Existing Research
Recall that conceptual-modeling scripts are the “sen-
tences” generated by conceptual-modeling grammars.
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Like sentences in spoken English, the same informa-
tion may be conveyed in different ways. Research on
scripts is akin to investigating whether certain prop-
erties of English sentences facilitate or inhibit compre-
hension of real-world phenomena among English
speakers. For example, a sentence framed in the pas-
sive voice often communicates less well than a sen-
tence framed in the active voice, even though both cap-
ture the same semantics.
There is a paucity of research on conceptual-

modeling scripts. Perhaps the closest related work fo-
cuses on metrics for evaluating the quality of concep-
tual models. For example, Moody and Shanks (1998)
propose a number of “quality factors” to evaluate con-
ceptual models—completeness, integrity, feasibility,
understandability, correctness, simplicity, integration,
and implementability. Lindland et al. (1994) evaluate
conceptual models using three bases: (a) syntactic
quality—the extent to which themodel conforms to the
rules of the modeling grammar; (b) semantic quality—
the extent to which the model provides a valid and
complete representation of a domain; and (c) prag-
matic quality—the extent to which users can compre-
hend the model. Kesh (1995) proposes another set of
quality factors based on “behavior” (usability, main-
tainability, accuracy, performance) and “ontology”
(suitability, soundness, consistency, conciseness, com-
pleteness, cohesiveness, validity).
One problem with the above research is that the dif-

ferent lists of quality factors need to be reconciled. A
second problem is that the research confounds script-
quality factors with (a) the process of generating a
conceptual model and (b) the capabilities of the
conceptual-modeling grammar used. Nonetheless, the
research follows the approach we advocate—namely,
to first identify the properties of scripts that might im-
pact users and then to theorize about these properties.
In addition, consistent with prior quality research, the
research recognizes that different properties of scripts
may becomemore or less salient depending on the task
and stakeholder involved.

6.2. Some Future Research Opportunities
A script might not be effective for two reasons. First,
it might not be a good representation of the script cre-
ator’s conception of the phenomena to be modeled.

Second, a “reader” of the script might not be able to
create a “correct” conception of the phenomena the
script is intended to convey. These two reasons match
Norman’s (1986) “Gulf of Execution” and “Gulf of
Evaluation.” These gulfs arise due to complex inter-
actions between the grammar’s characteristics, the task
requirements, the script creator’s characteristics (e,g.,
modeling experience and cognitive abilities), and the
script interpreter’s characteristics (e.g., prior exposure
to conceptual models). The study of such gulfs forms
one basis for future research on scripts.
More specifically, however, we propose that future

research on scripts can be done in at least four areas.
(1) Intragrammar evaluation of scripts. Often a gram-

mar can be used to generate several scripts to describe
the same phenomena. Competing scripts could then be
evaluated to determine which one better supports the
task at hand. For example, data-flow diagrams with
alternative “levellings” are “informationally equiva-
lent” (i.e., they represent the same set of domain se-
mantics). Nonetheless, they might differ in their ability
to support a particular task that a stakeholder has to
complete. Similarly, physical rearrangement of the en-
tities and relationships in an entity-relationship dia-
gram can affect stakeholders’ comprehension of the
diagram.
(2) Intergrammar evaluation of scripts. Two or more

grammars might be used to generate alternative scripts
that are intended to describe the same phenomena. The
competing scripts can be evaluated to determinewhich
one better supports the task at hand. Again, the com-
peting scripts are assumed to be “informationally
equivalent.”
(3) Evaluation of multigrammar scripts. Whenmultiple

grammars are employed, it might be possible to gen-
erate alternative scripts to describe the same phenom-
ena with at least one of the grammars in the combi-
nation used to generate different representations. Such
alternative representations need to be evaluated.
(4) Theoretical analyses. The above three streams of

research require a theory to facilitate understanding
and predicting how humans use scripts to accomplish
various tasks. Such a theory would identify the prop-
erties of scripts that impact stakeholder performance.
As well, it would serve to generate a set of mutually
independent criteria for script evaluation. For themost
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part, the scripts generated using grammars are dia-
grammatic in nature. In this light, theories of diagram-
matic reasoning (e.g., Larkin and Simon 1987) provide
one possible base. As we indicated in §4.2 above, Kim
et al. (2000) used such theories to evaluate the scripts
produced using different object-oriented grammars.
Theories of mental models (e.g., Gentner and Stevens
1983, Mayer and Gallini 1990) also might be used.
These theories predict that good “illustrations” clearly
show (a) the system’s topology (components of the sys-
tem) and (b) the behavior of components and interac-
tions among components.

7. Conceptual Modeling in Context
Creation and use of conceptual models are undertaken
within a particular context (e.g., organizational and
task context). We need to understand better how the
context affects modeling work and, in turn, how mod-
eling and use of models affect elements of the context.

7.1. Overview of Some Existing Research
As we indicated in §3, we will focus on just three ele-
ments of the context—individual difference factors,
task factors, and social agenda factors.

7.1.1. Individual Contextual Factors. Batra and
Davis (1992), Sutcliffe and Maiden (1992), and Shanks
(1997) have investigated novice versus expert behavior
in conceptual-modeling tasks. They found that (a) ex-
perts spend more time trying to develop a holistic un-
derstanding of requirements, (b) experts produce
higher-quality solutions in terms of accuracy, com-
pleteness, innovativeness, and adaptability, and (c)
both experts and novices tend to use individual con-
structs in a grammar appropriately.
Certain cognitive characteristics of individuals may

also bear on the quality of conceptual-modeling work
undertaken. For example, Dunn and Grabski (1998)
found that field-independent individuals (those who
could disembed objects from their greater context) per-
formed better at conceptual-modeling tasks than field-
dependent individuals (those who encounter difficulty
when they have to disembed objects from their greater
context).

7.1.2. Task Contextual Factors. As we noted
above, grammars, methods, and scripts are likely to

have differential strengths and weaknesses in sup-
porting different tasks. Some work has been done al-
ready to identify which grammars are best suited to
different types of tasks. For example, based on Vessey’s
(1991) cognitive-fit theory, Agarwal et al. (1999) pre-
dicted that users of object-oriented grammars would
perform better on comprehension tasks that focussed
primarily on structure and that users of data-flow
grammars would perform better on comprehension
tasks that focussed primarily on behavior. Empirically,
they obtained mixed support for their predictions.

7.1.3. Social Agenda Factors. As noted in §5.1
above, some preliminary research has been done on
the values and beliefs associated with conceptualmod-
eling and how they might impact the modeling pro-
cess. This research was motivated in part by the
positivist-interpretivist debates that occurred in the in-
formation systems field throughout the 1980s and
1990s (e.g., Nissen et al. 1991). Many existing gram-
mars and methods were criticized because (a) suppos-
edly they implied a realist view of the world, and (b)
they adopted positivistic, nomothetic, means-end val-
ues and beliefs about the nature of the world. On the
other hand, interpretivists argued that perceptions
about the world were a social construction. The phe-
nomena to be modeled, therefore, were “created” not
“discovered.” Indeed, some interpretivists contended
that conceptual-modeling grammars and methods
helped generate or create the worlds perceived by
stakeholders.
An important outcome of this research was a recog-

nition of the need to better understand the social con-
text in which modeling was conducted or models used.
Hirschheim et al. (1995) used Burrell and Morgan’s
(1979) framework to suggest four social contexts:
(1) Functionalist. Functionalists are realists who seek

to account for an independent world using positivistic
methods. They search for order in an objective world.
(2) Social Relativist. Social relativists seek to account

for the subjective worlds created by humans. They use
interpretive methods to analyze these worlds.
(3) Radical Structuralist. Radical structuralists seek

out economic and power structures that they believe
have objective, independent existence in the worlds
they study. They focus on ways to replace these struc-
tures with “better” economic and social orders.
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(4) Neohumanist. Neohumanists focus on change,
participation, emancipation, and the realization of hu-
man potential. They strive to mitigate factors that pre-
vent humans from reaching their full potential (e.g.,
social constraints and unequal power distributions).
Hirschheim et al. (1995) provide an extensive ac-

count of how they believe these four contexts have
impacted the development of conceptual-modeling
grammars and methods and their likely effects on the
ways grammars, methods, and scripts will be used in
practice.

7.2. Some Future Research Opportunities
The three contextual factors we have examined above
also provide a basis for articulating the sorts of future
research that might be undertaken on context.

7.2.1. Individual Contextual Factors. At least
three types of research might be undertaken on indi-
vidual contextual factors:
(1) Improving individuals’ performance. The goals of

expert-novice difference research have been to (a) de-
velop better training and education to support conceptual
modeling, (b) develop appropriate knowledge-based
support tools, and (c) improve conceptual-modeling
grammars and methods to mitigate limitations ob-
served in expert and novice behaviors. Little research
has been done so far, however; hence, substantial re-
search opportunities remain. For example, knowledge-
based tools might be built to prevent modelers using
the relationship construct incorrectly (Batra et al. 1990).
Similarly, methods might be articulated in more detail
to provide better guidance to modelers on how mul-
tiple grammars should be used in concert to produce
high-quality scripts to represent a domain.
(2) Studying the effects of cognitive characteristics. Both

script creation and interpretation sometimes involve
high levels of cognitive complexity for modelers and
users of scripts. Future research might investigate
whether certain types of cognitive variables are salient
to task outcomes that occur. For example, whether users
of scripts are field-dependent or field-independent in-
dividuals might impact their ability to elicit the se-
mantics represented by a script.
(3) Studying the effects of personality characteristics. The

social context in which conceptual modelers work is
sometimes difficult. For example, stakeholders in a

system may have conflicting goals, or the system re-
quirements may be uncertain and require careful dis-
cernment. Thus, the social skills that conceptual mod-
ellers possess (e.g., their ability to develop rapport
with the users of a system) may affect the outcomes
that arise. Little is known about how a script creator’s
or script reader’s personality characteristics impact
performance during conceptual-modeling tasks.

7.2.2. Task Contextual Factors. Conceptual-mod-
eling grammars, methods, and scripts need to be ex-
amined systematically in the context of different infor-
mation systems tasks: development, implementation,
use, and maintenance. For example, can conceptual
models play a useful role when analysts must evaluate
whether an enterprise resource-planning package
meets the needs of their organization? If so, what role?
What types of models (e.g., models that focus on static
phenomena or models that focus on dynamic phenom-
ena) are best suited to that role? Similarly, are concep-
tual models useful when end users query a database
using SQL? If yes, what types of models (e.g., those
that are “pure” conceptual models or those that man-
ifest some of the data-modeling decisions that have
been made) are best suited to that role?

7.2.3. Social Agenda Factors. At least four types
of research might be undertaken on social agenda
factors:
(1) Studying underlying values and beliefs. Much re-

search needs to be done on the values and beliefs that
underlie conceptual-modeling work. In this regard,
Hirschheim et al.’s (1995) analysis opens up several
rich opportunities. For example, howwell do Burrell and
Morgan’s (1979) “paradigms” characterize conceptual-
modeling work done in practice? Do the stakeholders
in a conceptual-modeling exercise tend to operate from
a functionalist perspective or some other perspective?
Do certain perspectives tend to dominate under differ-
ent circumstances?
(2) Effects of adopting alternative perspectives. Little is

known about the effects of adopting each paradigmatic
perspective on conceptual modeling. For example,
does adoption of a social-relativist perspective during
model construction lead to better outcomes than other
perspectives? Should the choice of perspective be con-
tingent on the task?
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(3) Developing methods to support perspectives. Differ-
ent paradigmatic perspectives might call for different
modeling procedures. For example, Hirschheim et al.
(1995) indicate the broad methods, values, and beliefs
that should underlie modeling under social relativism.
The detailed procedures to be used, however, have not
been articulated.
(4) Fit between perspectives and grammars and methods.

Little is known about howwell existing grammars and
methods support conceptual-modeling work under
each paradigmatic perspective. For example, is the
entity-relationship grammar better suited to a func-

tionalist perspective to conceptual modeling or a
radical-structuralist perspective?

8. Conclusions
Our analysis above was motivated by the question:
How can we model the world to better facilitate our devel-
oping, implementing, using, and maintaining more valuable
information systems? Table 2 summarizes the research
opportunities we have identified to help answer this
question. We reiterate that they are indicative rather
than complete. Nevertheless, we hope they are suffi-
cient to show the rich, exciting possibilities that exist.

Table 2 Summary of Research Opportunities on Conceptual Modeling

Research Framework Element Some Research Opportunities

Conceptual-modeling grammars • Evaluating ontologies based on empirical testing of their predictions
• Evaluating grammars for ontological expressiveness
• Assigning ontological meaning to constructs of design grammars and generating ontologically motivated

modeling rules
• Resolving outstanding ontological problems that impact conceptual modeling—e.g., nature of the part-of

relationship
• Empirically testing predicted strengths and weaknesses in new and existing grammars based on their

ontological expressiveness
• Determining which combinations of grammars best support users who undertake conceptual-modeling work
• Empirically testing the predicted implications of construct deficit and overload in grammars

Conceptual-modeling methods • Evaluating how well different methods allow users to elicit and model critical domain knowledge
• Developing procedures to assist users of a grammar to identify and classify phenomena according to the

grammar’s constructs
• Determining the beliefs and values that underlie different methods and evaluating the consequences of these

beliefs and values for practice

Conceptual-modeling scripts • Evaluating competing scripts generated via the same grammar to describe some phenomenon
• Evaluating competing scripts generated via different grammars to describe the same phenomenon
• Evaluating different combinations of scripts to determine which combination best supports the task at hand
• Developing theory to predict and understand how humans use scripts to accomplish various tasks

Conceptual-modeling context
• individual differences • Development of knowledge-based tools to support conceptual modeling

• Predicting which cognitive and personality variables bear on a user’s ability to undertake conceptual-
modeling work

• Predicting and testing empirically which social skills affect the outcomes of conceptual-modeling tasks
• task • Evaluating the strengths and weaknesses of conceptual-modeling grammars, methods, and scripts in the

context of different tasks
• social agenda • Understanding which values and beliefs underlie conceptual-modeling work in practice

• Determining the costs and benefits of adopting different values and beliefs when undertaking conceptual-
modeling work

• Articulating detailed conceptual-modeling procedures that are congruent with different beliefs and values
• Understanding how existing conceptual-modeling grammars and methods facilitate conceptual-modeling

work under different values and beliefs
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There are other avenues for research on conceptual
modeling that we have not explored, such as (1) link-
ing conceptual-modeling research to work on ontolo-
gies in knowledge representation (Sowa 1999), (2)
studying the conceptual-modeling needs of new ap-
plications like knowledge-management systems, and
(3) studying conceptual-modelingmethods for projects
involving multiple organizations. These also provide
fruitful opportunities for further research.
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